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Abstract—This paper focuses on developing a strategy for control of systems whose dynamics are almost entirely unknown. This situation arises naturally in a scenario where a system undergoes a critical failure. In that case, it is imperative to retain the ability to satisfy basic control objectives in order to avert an imminent catastrophe. To deal with limitations on the knowledge of system dynamics, we develop a theory of myopic control. At any given time, myopic control optimizes the current direction of the system trajectory, given solely the knowledge about system dynamics obtained from data until that time. We propose an algorithm that uses small perturbations in the control effort to learn system dynamics around the current system state while ensuring that the system moves in a nearly optimal direction, and provide bounds for its suboptimality.

Notice of previous publication. This manuscript is a substantially extended version of [1]. It provides proofs omitted from [1]. Entirely novel material includes Sections IV, VII-B, VIII, Appendix A, and parts of several other sections.

I. INTRODUCTION

In an event of a rapid, unexpected change in system dynamics, the ability to retain certain degree of control over a system is crucial. A notable example of such a catastrophic event is that of an aircraft losing its wing after a mid-air collision [2]. In this event, the pilot managed to retain enough control over the aircraft to be able to safely land. His strategy depended on his intuition and prior experience. This paper seeks to develop a theory of control of a system with unknown dynamics in real time. It formalizes an intuitive approach one might use when trying to operate an unknown vehicle: performing small “wiggles” as control actions to see how the system behaves before choosing a longer-term action.

In the described setting of control of an unknown system, the only data available to extract information on the system dynamics can be obtained during the system run. Data-driven learning of the dynamics of unknown systems has been a subject of significant recent research [3], [4], [5], [6], [7], [8], [9], [10]. However, previously introduced methods are data-intensive and require a significant length of time to collect data, significant a priori knowledge about system dynamics, or provide guarantees only on long-term asymptotic system performance. For example, model-free reinforcement learning [6], [7] succeeds at determining an optimal control policy for a system, but relies on a significant number of system runs or one long run during which the system returns to the same state multiple times. On the other hand, adaptive control [8], [9] relies on having the correct model of the system dynamics up to an unknown parameter. A relevant work [11] considers differential inclusions to assess the safety of a trajectory governed by unknown dynamics, but only considers the case where the control signal has been predetermined.

In the event of a failure, it might be desirable to focus on the system’s continued survival. In physical systems, the problem of system survival can naturally be framed as a question of reaching a target set while avoiding obstacles and staying within a safety envelope, i.e., a reach-avoid problem. A standard approach to reach-avoid problems [12] is based on constrained optimal control, where the constraints are given by the geometry of the safety envelope and obstacles, and the time to reach a target set is minimized. The solution to this problem depends on prior knowledge of complete system dynamics. For cases in which such knowledge is not available, we propose a new method, myopic control, and use it to approximately solve reach-avoid problems. In this framework, the system uses a control input that seemingly works best at the given time, without firm knowledge on whether that input will lead to good results in the future. The notion of “seemingly best” is formalized by a goodness function, designed based on the control objective and any prior information on system dynamics. To counterbalance the lack of knowledge about the future, a new myoptically optimal control input is repeatedly recomputed. In order to determine the next myoptically optimal input, the system continually modifies the previous one by a series of wiggles: small, short-time perturbations in control inputs that act as a mechanism to learn the control dynamics of the system around the current state. In order for this mechanism to function, we make a technical assumption that the underlying system is control-affine.

The proposed algorithm results in an approximate solution to the myopic optimal control problem with a degree of suboptimality dependent on the length of the control signal update interval and the size of wiggles. Additionally, if there are known bounds on regularity of system dynamics, the parameters of the algorithm can be set to ensure any desired bound on the degree of suboptimality.

Notation. Set of all continuous functions from set $A \subseteq \mathbb{R}^n$ to set $B \subseteq \mathbb{R}^m$ is denoted by $C(A,B)$. For a set $A$, $2^A$ denotes the set of all subsets of $A$. For $I \subseteq \mathbb{R}$, and $t \in \mathbb{R}$ such that there exists $\eta > 0$ with $(t, t+\eta) \in I$, the right one-sided derivative of function $f : I \rightarrow \mathbb{R}^n$ at time $t$ is denoted by $df(t^+)/dt$, when such a derivative exists. For $x \in \mathbb{R}^n$, $\|x\|$ denotes its 2-norm, $\|x\|_{\infty}$ its max-norm, $x^T$ its transpose, and $x_i, i \in \{1, \ldots, n\}$, the $i$-th component of $x$. Function $\mathbb{I} : \mathbb{R} \rightarrow \mathbb{R}$ takes the value of 1 if its argument is positive and 0 otherwise.
II. PROBLEM DEFINITION

We investigate a control system governed by
\[ \dot{x}(t) = f(x(t)) + \sum_{i=1}^{m} g_i(x(t)) u_i(t) \]  
for \( t \geq 0 \), evolving on a strongly forward invariant set \( \mathcal{X} \subseteq \mathbb{R}^n \), where \( f, g_i \in C(\mathcal{X}, \mathcal{X}) \) are unknown functions, and \( u = (u_1, \ldots, u_m) \) is the control input with values in a bounded set \( \mathcal{U} \subseteq \mathbb{R}^m \). For simplicity, we take \( \mathcal{U} = \{ u \in \mathbb{R}^m \mid \|u\|_{\infty} \leq 1 \} \).

A solution to (1) with control input \( u \) and initial value \( x_0 \) is denoted by \( \phi(x, x_0) \). Assume that at all times we are able to observe the state \( x \) and the entire control \( u \).

If \( \mathcal{X} \) is compact, there exists \( M_0 \geq 0 \) such that \( \|f(x)\| \leq M_0 \) and \( \|g_i(x)\| \leq M_0 \) for all \( x \in \mathcal{X} \), \( i \in \{1, \ldots, m\} \).

We assume the existence of such \( M_0 \) throughout the paper. Additionally, we assume that \( \|f(x) - f(y)\| \leq M_1 \|x - y\| \) and \( \|g_i(x) - g_i(y)\| \leq M_1 \|x - y\| \) for all \( x, y \in \mathcal{X} \), \( i \in \{1, \ldots, m\} \).

The class of control-affine systems covers a wide array of physical control systems, including standard linear [13] and a variety of nonlinear aircraft models [14], [15]. Control of control-affine systems has been substantially covered by previous literature (see, e.g., [16]). However, motivated by the scenario of an unexpected failure in a physical system, our setting introduces two additional requirements:

R1 Functions \( f, g_1, \ldots, g_m \) in (1) are unknown at the beginning of the system run. We are allowed to use trajectory data during the system run to extract information on them, but when the run starts, we are aware merely that the system is of form (1) and the constants \( M_0 \) and \( M_1 \).

R2 There is only one system run, starting from a single predetermined initial state \( x_0 \). All control design needs to be performed during that run, without any repetitions.

We emphasize that requirement R1 is beyond the scope of most existing work on uncertain or noisy systems, e.g., [17], [18], which assumes knowledge of the system dynamics up to some bounded disturbance.

The work of this paper is motivated by attempting to solve the reach-avoid problem [19] for systems (1) under requirements R1 and R2:

Reach-Avoid Problem. Let \( x_0 \in \mathcal{X} \), \( T \geq 0 \), and \( T, B \subseteq \mathcal{X} \). Find, if it exists, a control signal \( u^* : [0, T] \rightarrow \mathcal{U} \) such that the following holds:

(i) \( \phi_{u^*}(t, x_0) \notin B \) for all \( t \in [0, T] \),

(ii) there exists \( 0 \leq T_{u^*} \leq T \) such that \( \phi_{u^*}(t, x_0) \in T \) for all \( t \in [T_{u^*}, T] \), and

(iii) \( T_{u^*} \) from (ii) is the minimal such value for all the control laws \( u : [0, T] \rightarrow \mathcal{U} \) which satisfy (i) and (ii).

The reach-avoid problem can be naturally adapted to an avoid problem, where \( T = \mathcal{X} \), and the objective is for the system state to remain outside of any set \( B \).

III. MYOPTIC CONTROL

Finding the exact solution to the reach-avoid problem under requirements R1 and R2 might be impossible. By R1 and R2, in order to determine a control signal to be used starting at some time \( t \), we may only use the information obtained from the system trajectory during the interval \([0, t]\). Because the only known relationship between the dynamics at different states is given by the Lipschitz property of functions \( f \) and \( g_i \), information obtained from the system trajectory provides increasingly broad bounds on system dynamics at states in the state space the more distant these states are from the system’s trajectory. Thus, at time \( t \) we can have no certain knowledge of the effect of any control signal at future times.

We propose to replace the reach-avoid problem by a myopic optimal control problem, where we desire to design a control signal such that, at every time instance, the trajectory seems to behave as well as possible. For instance, in an avoid problem, one possible option is to require that the trajectory at any given instance of time is moving away from the undesirable set \( B \) as fast as possible. This reasoning may not be optimal with respect to solving the reach-avoid problem, as moving away from \( B \) as quickly as possible at some state may bring the system into a state where the dynamics are such that it is forced to enter \( B \). However, since we do not have almost any knowledge of the system dynamics on the entire state space, finding a seemingly optimal direction of movement at any given time represents an intuitive guess about the optimal control signal.

We formalize the above notion of “appearing to behave as well as possible” using a goodness function \( \phi(v, v) \rightarrow G(\phi, v) \) with \( \phi \in \mathcal{F}, v \in \mathbb{R}^n \), and \( \mathcal{F} = \cup_{T \geq 0} C([0, T], \mathcal{X}) \). In order to emphasize that \( \phi \in \mathcal{F} \) has \([0, T]\) as its domain, we will occasionally write such functions as \( \phi|_{[0, T]} \). The function \( G \) is intended to quantify how well the trajectory appears to be doing at satisfying the reach-avoid specification at a time when its trajectory until time \( T \) and velocity at time \( T \) are given by \( \phi \) and \( v \), respectively.

Example 1. Consider a damaged aircraft with the objective of remaining in the air for as long as possible. Let \( x_1 \) and \( x_2 \) denote the aircraft’s horizontal and vertical position, respectively. Then \( B = \{ (x_1, x_2) \mid x_2 \leq 0 \} \). A possible choice for \( G \) is to measure the slope on which the trajectory is moving towards the boundary of \( B \), inferring that the more negative this slope is, the worse the aircraft is doing. Hence, we may take \( G(\phi, v) = v_2/v_1 \), where we disregard the case of \( v_1 \leq 0 \). Fig. 1 provides an illustration.

We now formally introduce the problem of maximizing the system’s goodness at every time during the system run.

Myopic Optimal Control Problem. Let \( x_0 \in \mathcal{X} \). Find a control signal \( u^* : [0, +\infty) \rightarrow \mathcal{U} \) such that, for all \( t \geq 0 \), then

\[
G \left( \phi_{u^*}(\cdot, x_0) \big|_{[0,t]} \right) \frac{d\phi_{u^*}(0+, x)}{dt} = \max_{u \in \mathcal{U}} \left( \phi_{u^*}(\cdot, x_0) \big|_{[0,t]} \right) \frac{d\phi_u(0+, x)}{dt},
\]

Fig. 1. An illustration of function \( G \) from Example 1. Dashed lines represent four example tangents to the trajectory of system (1) at \( \phi(T) \). These tangents are evaluated by \( G \) depending on their slope towards the undesirable set \( B \).
where \( x = \phi_u^*(t, x_0) \).

With a goodness function \( G \) that aims to drive the system to reach a target set and avoid the undesirable set, we use the myopic optimal control problem as an proxy for the reach-avoid problem. We note that in (2) we are slightly abusing notation: for \( u \in U \), \( d\phi_u(0+, x)/dt \) denotes the value of the right-hand side of (1) for the particular \( x \in X \) and \( u \in U \).

When it causes no confusion, we will omit a formal distinction between a control signal \( u \) and a control input \( u \in U \).

In Section V of the paper, we propose an approximate solution to the myopic optimal control problem (Algorithm 3) that satisfies the requirements R1 and R2. The approximation can be made arbitrarily good in the sense that for any \( T > 0 \) and \( \mu > 0 \), the algorithm generates a piecewise-constant control signal \( u^+ \) that satisfies

\[
G \left( \phi_u^*, (t, x_0), \frac{d\phi_u^*(0+, x)}{dt} \right) - \max_{u \in U} G \left( \phi_u^*, (t, x_0), \frac{d\phi_u^*(0+, x)}{dt} \right) \leq \mu \tag{3}
\]

for all \( t \geq T \), where \( x = \phi_u^+(t, x_0) \). We note that this result does not directly guarantee existence of an exact solution to the myopic optimal control problem, nor relate to the solution of the standard optimal control problem of maximizing the total collected goodness (i.e., reward) over a period of time. A brief discussion of sufficient conditions for the existence of a solution to the myopic optimal control problem is contained in Appendix A.

IV. MEASURING GOODNESS

Prior to proposing an algorithm to approximately solve the myopic optimal control problem, let us provide a brief discussion of design of goodness functions to solve the reach-avoid problem.

Let us first revisit the avoid problem. As the sole specification is to not enter the bad set \( B \), one approach would seek the trajectory to be moving away from \( B \) as fast as possible. Without any additional knowledge, a possible approximation of the system state at time \( \Delta t \) after it is at state \( x \) is \( x + v\Delta t \), where \( v \) is the velocity vector at the given time. Let \( d_B : X \to [0, +\infty) \) denote the Euclidean distance from a state \( x \in X \) to set \( B \). Thus, a possible option for \( G \) is

\[
G \left( \phi_{[0,t]}, v \right) = \nabla v d_B \left( \phi(t) \right) = \lim_{\Delta t \to 0^+} \frac{d_B \left( \phi(t) + v\Delta t \right) - d_B \left( \phi(t) \right)}{\Delta t} \tag{4}
\]

If \( d_B \) is not differentiable at \( \phi(t) \), we replace \( \lim \) in (4) by \( \lim \inf \).

Let us now discuss a goodness function for the full reach-avoid problem. One naive goodness function uses the following motivation: let us partition the safe set \( X \setminus B \) into a “boundary zone” \( Z^B \) and an “interior zone” \( Z^I \). If a system state is inside \( Z^B \), the system is considered at risk of leaving the safe set, and the primary objective is to avoid entering \( B \). If a system state is inside \( Z^I \), the system is not at risk, and the primary objective is to reach the target set \( T \). Then, a possible goodness function is given by \( G \left( \phi_{[0,t]}, v \right) = \nabla v d_B(\phi(t)) \) if \( \phi(t) \in Z^B \) and \( G \left( \phi_{[0,t]}, v \right) = -\nabla v d_T(\phi(t)) \) if \( \phi(t) \in Z^I \). This function is not continuous in \( \phi(t) \), which will become important when determining bounds for suboptimality of a solution to the myopic optimal control problem in Section VI. A more subtle goodness function may use a measure of how much a system state is at risk (for instance, distance from \( B \)), and then use a mixed goodness function between trying to enter set \( T \) and not leave \( X \setminus B \): \( G \left( \phi_{[0,t]}, v \right) = (1 - \lambda) \nabla_v d_B - \lambda \nabla_v d_T \), where \( \lambda = d_B(\phi(t)) / \max_y d_B(y) \).

The choice of the goodness function rests with the designer, and is a natural vessel for the inclusion of side information that we may have about the system. Such side information may, for example, be available from knowing details about the damage that the system sustained. For instance, if the system is known to evolve on a particular subset of \( X \), the goodness function should be chosen in a way that is conscious of such information. Fig. 2 illustrates such a situation. While the naive goodness function described above would choose a direction that points towards the target set \( T \), but does not lead to it, a more informed goodness function would choose a counterintuitive direction that ultimately leads towards \( T \).

![Fig. 2. An example of the role of side information in design of G. The control objective is to reach the set T, and system trajectories are a priori known to evolve on the set M ⊆ R² (drawn in blue). Let x be the current system state, where the velocity vectors made possible by different control inputs are given by the red and green arrows. A naive goodness function would prefer the red arrow, but the available side information urges the designer to apply G which favors the direction indicated by the green arrow.](image)

Remark 2. In (4) and the subsequent paragraph, the proposed goodness functions are memoryless, i.e., \( G(\phi_{[0,T]}, v) \) is solely a function of \( (\phi(T), v) \). However, \( G \) may incorporate properties of the entire preceding system trajectory. This feature allows \( G \) to directly deal with a generalization of the reach-avoid problem where the system is required to reach a sequence of target sets \( T_1, \ldots, T_n \) in order, and a further generalization to temporal logic specifications [20].

V. LEARN-CONTROL ALGORITHM

We now approximately solve the myopic optimal control problem by the use of piecewise-constant control inputs. The proposed strategy relies on repeatedly noting the system response given the control input. It then uses this information to learn the approximate system dynamics at states on the observed system trajectory. Finally, it uses these dynamics to compute a control input that is approximately myopically optimal at the current system state. Such an input is then applied and used to note the current system response. This learn-control cycle is then repeated throughout the system run.

In order to learn the system dynamics at a single state on the trajectory, the controller can apply any \( m + 1 \) affinely independent constant inputs for a short period of time \( \varepsilon \). Thus, the entire learn-control cycle is of length \( \tau = (m + 1)\varepsilon \).
Since system (1) is control-affine, we can use the observed changes in the state during the k-th cycle to approximate the function \( u \mapsto v_{\phi(kt)}(u) \) defined by \( v_{\phi(kt)}(u) = f(\phi(kt)) + \sum_{i=1}^{m} g_i(\phi(kt))u_i \).

Let \( \phi_{[0,kt]} \) denote the trajectory of the system until time \( kt \).

After obtaining an approximation for \( v_{\phi(kt)} \), we can determine a myopic optimally control input \( u^* \in \mathcal{U} \) by computing \( u^* \in \text{argmax}_u G(\phi, v_{\phi(kt)}(u)) \). The next learn-control cycle uses an affinely independent set of inputs \( u^* + \Delta u^0, \ldots, u^* + \Delta u^m \), where \( \Delta u^i \) are small enough — of magnitude \( \delta \) — to ensure that their application still results in near-optimal goodness. For simplicity, we choose \( \Delta u^i = \pm \delta e_i \), where the appropriate sign can always chosen so that \( u^* + \Delta u^i \in \mathcal{U} \), with \( \Delta u^i = \pm \delta e_i \) being the default choice. The above description is formalized as Algorithm 3.

<table>
<thead>
<tr>
<th>Algorithm 3.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  ( u^* := 0, t_0 := 0 )</td>
</tr>
<tr>
<td>2  repeat</td>
</tr>
<tr>
<td>3  Let ( \Delta u^0 = 0 ). Let ( \Delta u^1 = \pm \delta e_1, \ldots, \Delta u^m = \pm \delta e_m )</td>
</tr>
<tr>
<td>4  for ( j = 0, \ldots, m )</td>
</tr>
<tr>
<td>5  Apply control ( u^* + \Delta u^j )</td>
</tr>
<tr>
<td>6  in the interval of time ( [t_0 + j\varepsilon, t_0 + (j + 1)\varepsilon) ).</td>
</tr>
<tr>
<td>7  end for</td>
</tr>
<tr>
<td>8  ( x := x^{m+1} )</td>
</tr>
<tr>
<td>9  Define function ( \tilde{v} : \mathcal{U} \to \mathbb{R}^n ) as follows:</td>
</tr>
<tr>
<td>10  Let ( \lambda_0, \ldots, \lambda_m ) be the unique coefficients with ( \sum \lambda_j = 1 ) such that ( u = \sum \lambda_j (u^* + \Delta u^j) ).</td>
</tr>
<tr>
<td>11  Let ( \tilde{v}(u) = \sum \lambda_j (x^{j+1} - x^j) / \varepsilon ).</td>
</tr>
<tr>
<td>12  until the end of system run</td>
</tr>
</tbody>
</table>

As we will show in Section VI, with an appropriate choice of parameters \( \delta \) and \( \varepsilon \), Algorithm 3 produces a control signal that comes arbitrarily close to solving the myopic optimal control problem.

**Remark 4.** Algorithm 3 does not distinguish between the learning and control phases of the algorithm: the algorithm learns \( v_x \) as a result of performing small perturbations of the previously established optimal control input \( u^* \). These two phases can be decoupled by a minor modification of Algorithm 3. After learning \( v_x \) by applying any \( m+1 \) affinely independent control inputs in a short time interval of length \( \tau' < \tau \), the system can then apply the \( u^* \) computed from these dynamics for the remaining \( \tau - \tau' \) time in the learn-control cycle.

### VI. PERFORMANCE BOUNDS

Unless otherwise noted, the proofs of technical results in this section are contained in Appendix B. The current section provides the intuition behind these proofs.

#### A. Learning of System Dynamics

We claim that lines 3–9 of Algorithm 3 produce a good approximation \( \tilde{v} : \mathcal{U} \to \mathbb{R}^n \) of the map \( v_x : \mathcal{U} \to \mathbb{R}^n \), with \( x = x^{m+1} \) defined as in the algorithm. Let us first provide an intuitive explanation of the learning process.

As \( \delta \leq 1 \), for every control input \( u^* \in \mathcal{U} = [-1, 1]^m \), \( \{ u^*_i - \delta, u^*_i + \delta \} \cap [-1, 1] \neq \emptyset \). Hence, for all \( u^* \in \mathcal{U} \) we can indeed choose \( \Delta u^i = \delta e_i \) or \( \Delta u^i = -\delta e_i \) such that \( u^* + \Delta u^i \in \mathcal{U} \), as stipulated by line 3 of Algorithm 3. We note that \( u^* + \Delta u^i \), \( i \in \{0, \ldots, m\} \), trivially form an affinely independent set. We denote \( u^* + \Delta u^i \) by \( u^i \).

For each \( j \in \{0, \ldots, m\} \), the vector \( (x^{j+1} - x^j) / \varepsilon \) provides the intuition behind these proofs. For simplicity, we choose \( \Delta u^i = \pm \delta e_i \), where the appropriate sign can always chosen so that \( u^* + \Delta u^i \in \mathcal{U} \), with \( \Delta u^i = \pm \delta e_i \) being the default choice. The above description is formalized as Algorithm 3.

As we will show in Section VI, with an appropriate choice of parameters \( \delta \) and \( \varepsilon \), Algorithm 3 produces a control signal that comes arbitrarily close to solving the myopic optimal control problem.
Definition 7. Let \( \phi_1[0,T_1], \phi_2[0,T_2] \in \mathcal{F} \) and \( v_1, v_2 \in \mathbb{R}^n \). Define \( d(\phi_1[0,T_1], \phi_2[0,T_2]) = |T_1 - T_2| + \max_{t \in [0, \min(T_1, T_2)]} \| \phi_1(t) - \phi_2(t) \| \). The function \( G : \mathcal{F} \times \mathbb{R}^n \to \mathbb{R} \) has a Lipschitz constant \( L \) if
\[
|G(\phi_1[0,T_1], v_1) - G(\phi_2[0,T_2], v_2)| \leq L \| d(\phi_1[0,T_1], \phi_2[0,T_2]) + \|v_1 - v_2\| \]
for all \( \phi_1[0,T_1], \phi_2[0,T_2] \in \mathcal{F} \) and \( v_1, v_2 \in \mathbb{R}^n \).

While Definition 7 describes the standard notion of a Lipschitz constant with a distance function \( d \), we note that \( d \), as defined above, is not a metric on \( \mathcal{F} \).

Theorem 8. Let \( \phi_1[0,T_1], \phi_2[0,T_2] \in \mathcal{F} \), \( x = \phi_1(T_1) \), \( y = \phi_2(T_2) \) and \( \nu > 0 \). Let \( L \) be the Lipschitz constant of \( G \) and let \( u^* \) satisfy \( G(\phi_1[0,T_1], \tilde{f} + \sum_{i=1}^n \tilde{g}_i u_i^* = \max_{u \in \mathcal{U}} G(\phi_1[0,T_1], \tilde{f} + \sum_{i=1}^n g_i u_i) \), where \( \| \tilde{f} + \sum_{i=1}^n \tilde{g}_i u_i - (f(x) + \sum_{i=1}^n g_i(x) u_i) \| \leq \nu \) for all \( u \in \mathcal{U} \). Then, \( \max_u G(\phi_2[0,T_2], v_0(u)) - G(\phi_2[0,T_2], v_0(u^*)) \leq 2Ld(\phi_1[0,T_1], \phi_2[0,T_2]) + 2LM_1(m + 1) \| x - y \| + 2Lv \),

Theorem 8 provides a bound on the suboptimality of the control input \( u^* \). However, in Algorithm 3 we do not apply just \( u^* \) as the control; we modify this by some small \( \Delta u^* \). Corollary 9 deals with this issue.

Corollary 9. Assume the same notation as in Theorem 8. Let \( 0 < \delta \leq 1 \) and let \( \tilde{u} \in \mathbb{R}^n \), \( \| \tilde{u} \| \leq \delta \). Then, \( \max_u G(\phi_2[0,T_2], v_0(u)) - G(\phi_2[0,T_2], v_0(u^* + \tilde{u})) \leq 2Ld(\phi_1[0,T_1], \phi_2[0,T_2]) + 2LM_1(m + 1) \| x - y \| + 2Lv + LM_0(m + 1) \delta \).

Finally, Theorem 10 provides a bound on the degree of suboptimality of Algorithm 3 in terms of algorithm parameters \( \varepsilon \) and \( \delta \). Solely for notational purposes, we assume that the system run is of infinite length.

Theorem 10. Let \( u^+ : [0, +\infty) \to \mathcal{U} \) be the control signal used in Algorithm 3. Let \( L \) be the Lipschitz constant of \( G \). Then, for all \( t \geq (m + 1)\varepsilon \), (3) holds for \( \mu = 6L(M_0 + 1)(M_1 + 1)(m + 1)^3(1 + 4m\sqrt{m})\delta \varepsilon \) and \( LM_0(m + 1) \delta \).

Theorem 10 is the central result of the theoretical discussions of this paper. It shows that, for any \( \mu > 0 \), if \( \varepsilon \) and \( \delta \) are properly chosen, Algorithm 3 will result in a control signal that approximately satisfies (2), with error no larger than \( \mu \).

Making use of the bound in Theorem 10 requires the ability to make \( \varepsilon \) and \( \delta \) arbitrarily small, i.e., an arbitrarily fine time and actuation resolution of the control input. While these resolutions depend on the physical properties of the system actuator, developing actuators with fine resolutions for both time and actuation is a topic of significant recent research [21], [22].

Remark 11. We note that Algorithm 3 is based on the system learning the system dynamics at a state anew during each learn-control cycle. We revisit this property in a later discussion on future work. A beneficial consequence of such a property is the ability of Algorithm 3 to account for the presence of time-varying disturbances in system dynamics. Consider a disturbance function \( D : [0, +\infty) \times \mathcal{X} \to \mathbb{R}^n \) such that \( \tilde{x} = f(x) + \sum_{i=1}^n g_i(x)u_i + D(t, x) \). We assume that \( D \) is a Lipschitz continuous function with known bounds on its size and Lipschitz constant. By appending an additional variable \( x_{n+1} \) given by the dynamics \( dx_{n+1}/dt = 1 \) and \( x_{n+1}(0) = 0 \), and with an obvious abuse of notation, we obtain dynamics
\[
\dot{x} = \begin{bmatrix} f(x) + D(x) \\ 1 \end{bmatrix} + \sum_{i=1}^m g_i(x) u_i.
\]

Assuming that the system governed by dynamics (5) still evolves on \( \mathcal{X} \), Algorithm 3, with updated bounds \( M_0', M_1' \), remains valid.

VII. SIMULATION RESULTS

A. Damaged Aircraft Example

The simulation work presented in this section describes the scenario of a damaged aircraft that is attempting to retain a safe altitude. We consider a Boeing 747-200 that lost 33% of its right wing. The dynamics of such an aircraft were developed in [23], and we use the nonlinear model contained therein to simulate aircraft behavior. While this motivating example demonstrates the myopic control procedure, a number of the assumptions that go into establishing the bounds in Theorem 10 do not hold for the dynamics at hand. Thus, we include this indicative simulation to demonstrate the efficacy of myopic control in a real-world application. We further emphasize that we do not use these dynamics at any point to decide on an appropriate myopic control signal: the controller is ignorant of the true system dynamics and bases its decisions on learned system dynamics as described in Algorithm 3.

The state variables \( x = [v, w, q, \theta, \beta, p, r, \phi, z]^T \) that we consider are forward velocity, vertical velocity, pitch rate, pitch angle, sideslip angle, roll rate, yaw rate, roll angle, and altitude, respectively. The control inputs \( u = [\delta_e, \delta_a, \delta_r] \) are the elevator, aileron, and rudder deflections in degrees from the wings-level trim condition for an undamaged aircraft, respectively. In the remainder of the paper, we denote the appropriate coordinates of \( x \) by \( x_1, \ldots, x_9 \) and analogously for \( u \). The bounds on allowed control inputs \( u \in \mathcal{U} \) are set to \( u_1 = \delta_e \in [-15, 15], u_2 = \delta_a \in [-25, 25] \) and \( u_3 = \delta_r \in [-10, 10] \), roughly informed by [24].

1) Initial state and specifications: The initial flight conditions equal the trim conditions of a Boeing 747-200 at 283000 kg, 500 knots and a nominal altitude of 500 m [25]. The setting of this example is that the aircraft suffered damage while in flight, during a banked turn, at an angle of 28.6 degrees (0.5 radians). Thus, the initial system state is \( x(0) = [257.22, -0.7818, 0, 2.5, 0, 0, 0, 28.6, 500]^T \) (all values are in meters, seconds and degrees). The aircraft’s primary objective (O1) is to remain in the air: \( x_9(t) > 0 \) for all \( t \geq 0 \). We also desire the aircraft to reach and remain within a safe altitude bounds, and remain nearly horizontal: objective (O2) is \( x_9(t) \in [1900, 2100] \) for all \( t \geq T \), and (O3) is \( x_9(t) \in [-5, 5] \) for all \( t \geq T, \) with \( T > 0 \) as small as possible. Additionally, we require adherence to the following safety specifications based upon physical constraints of an aircraft [26]: objective (O4a) is \( x_4(t) \in [-10, 10] \) for all \( t \geq 0 \), (O4b) is \( x_2(t) \in [-50, 50] \) for all \( t \geq 0 \). We impose the following importance ranking of specifications, in descending order: (O1), (O4a), (O4b), (O3), (O2).
2) **Goodness function design:** The following conditional function describes the ideal aircraft behavior, given objectives (O1)–(O4).

\[
\begin{align*}
\text{if } z = x_9 < 100: & \quad x_9 \text{ should quickly increase,} \\
\text{else if } |x_4| > 10: & \quad |x_2|, |x_4| \text{ or both (as needed)} \\
\text{or } |x_2| > 50: & \quad \text{should quickly decrease,} \\
\text{else if } |x_8| > 5: & \quad x_8 \text{ should quickly approach } 0, \\
\text{else if } x_9 \notin [1900, 2100]: & \quad x_9 \text{ should quickly approach } 2000, \\
\text{else:} & \quad |x_4| \text{ and } |x_2| \text{ should remain small.}
\end{align*}
\]

Defining a goodness function $G$ to achieve the above behavior would be simple if we had full knowledge of the system dynamics. However, the only a priori knowledge about system dynamics comes from physical laws and basic understanding of aircraft control inputs. In particular, we know the following:

(i) $u_1$ will have the most effect on $x_2$ and $x_3$ (by the design of the elevator);

(ii) $u_2$ and $u_3$ will have the most effect on $x_5$, $x_6$, and $x_7$ (by the design of the ailerons and rudder);

(iii) $\dot{x}_4 = x_3$ and $\dot{x}_8 = x_6$ (by definition);

(iv) an increase in either $x_2$ or $x_4$ will increase $\dot{x}_9$ (by longitudinal force definitions) and a decrease in $x_6$ leads to an increase in $x_8$ (by lateral force definitions);

(v) $u_4$ does not directly influence $x_4$ and $x_9$, but instead acts on them through $x_2$ and $x_3$ (by Newton’s second law on the longitudinal forces), and $u_2$ and $u_3$ do not directly influence $x_8$, but instead act on it through $x_6$ (by Newton’s second law on the lateral forces).

While we omit further details, $G$ can now be formally designed using the above facts as follows:

\[
G(x|0, t, v) = \begin{cases} 
  v_2 + v_3, & x_9(t) < 100, \\
  m_1 + m_2 + m_3, & x(t) \in \mathcal{P}, \\
  (v_2 + v_3)|t| |x_8(\text{sign}(c - x_9(t)))| & \text{otherwise},
\end{cases}
\]

where $c = 2000$, $\mathcal{P} = \{x \in \mathbb{R}^9 \mid x_9 \geq 100\} \cap \{x \in \mathbb{R}^9 \mid |x_4| > 10\} \cup \{x \in \mathbb{R}^9 \mid |x_2| > 50\} \cup \{x \in \mathbb{R}^9 \mid |x_8| > 5\} \cup \{x \in \mathbb{R}^9 \mid |x_9 - 2000| \leq 100\}$, $m_1 = -v_2 \text{sign}(x_2(t)) \mathbb{I}(|x_2(t)| - 1)$, $m_2 = -v_2 \text{sign}(x_4) \mathbb{I}(|x_4(t)| - 0.5)$, and $m_3 = -v_2 \text{sign}(x_8) \mathbb{I}(|x_8(t)| - 0.5)$.

We emphasize that the above goodness function $G$ is not the only possible one. The proposed function has the benefit of being simple to design, but does not have a Lipschitz constant in the sense of Definition 7. Thus, we are unable to directly use the results of Section VI to determine good choices of parameters $\varepsilon$ and $\delta$. Instead, we describe the correct choice of $\varepsilon$ and $\delta$ in the following paragraph. Additionally, instead of applying Algorithm 3 directly, we employ it as described in Remark 4.

3) **Parameter selection:** In selecting parameters $\varepsilon$ and $\delta$, we seek to account for scenario-specific issues such as the non-minimum phase of response of $x_2$ to control $u_1$. As most aircraft are natural low-pass filters [27], the learning period has to be of sufficient length to observe the system response. On the other hand, the learning period must not be too long, or the wiggle size $\delta$ too large, that they impact the performance of the control signal in the middle of the learn-control cycle. In this simulation, we decoupled the control of the longitudinal modes of motion from the lateral [28], and chose the length of the learn-control cycle to be $\varepsilon = 1$ s and $\varepsilon' = 0.1$ s with the learning period, as defined in Remark 4, equal to $\varepsilon' = 0.1$ s and $\varepsilon'' = 10^{-2}$ s for the longitudinal and lateral cases, respectively. We chose $\delta = 5$.

4) **Results:** The simulation results are presented in Fig. 3. The myopic control strategy performs exactly as desired, even though the true dynamics are not control-affine. The peaks and troughs that result in the trajectory leaving the desired bounds can be avoided by a more careful design of the goodness function. We did not make such changes in order to emphasize that the controller performs as intended: as soon as the system state leaves the desired bounds, the controller takes immediate corrective action.

The aircraft’s oscillatory behavior after reaching the altitude bounds is due to the phugoid and Dutch roll aircraft dynamic modes. Designing a goodness function to control for such behavior is possible, but is outside of the scope of this paper.

---

![Fig. 3. The results of a damaged aircraft simulation. The altitude and roll angle are denoted by blue and red lines, respectively. The corresponding desired bounds are denoted by dashed lines. A shortened video of the simulation is available at https://goo.gl/4qYAU.](image-url)
to have $\varepsilon < 10^{-7}$ and $\delta < 10^{-4}$. However, these bounds are very conservative; simulations show that $\varepsilon$ and $\delta$ can be larger by several orders of magnitude without impacting the performance of the system. Fig. 4 shows the simulation results with $\varepsilon = 10^{-4}$ and $\delta = 10^{-3}$.

![Graph of the simulated trajectory](image)

The myopic control strategy performs exactly as desired. We also note that $x_1$ also remains within $10^{-3}$ of a particular value. This feature was not guaranteed nor intended by the design of the goodness function, but is a consequence of the fact that $x_2$ remains around 0 and repeatedly switches signs.

**VIII. Future Work**

We conclude this paper by listing some remaining open issues and possible future directions of work based.

- The paper makes an assumption on the control-affine structure (1) of the control system. A possible extension of the work in this paper would be to adapt Algorithm 3 to other systems with a structure that allows learning of control dynamics at a state from a small number of tested control inputs; e.g., systems polynomial in control [30].

- The case of partial or noisy observations of the system trajectory is of significant interest. A possible approach is to use $u^* + \Delta u^i, \ldots, u^* + \Delta u^m$ in such a way that, while each control only reveals an incomplete system state, the information gathered from all the control inputs combined allows the controller to reconstruct the full state.

- Algorithm 3 relies on continually relearning the system dynamics at the current system state, and discarding the previously learned dynamics. We are interested in developing a control strategy that uses knowledge of previously learned system dynamics to obtain guarantees for long-term system behavior and reduce the amount of learning necessary.

- The primary question still left partly unexplored by this paper concerns the choice of $G$, potentially in the presence of side information about the system. It would be useful to provide a formal relationship between a solution to the myopic optimal control problem, for a particular function $G$, and solutions to the reach-avoid problem.

## Appendix A

### Existence of a Myopically Optimal Control Signal

Let $\hat{S} : \mathcal{F} \to 2^U$ be a set-valued map defined by $\hat{S}(\phi|_{[0,t]} = \text{argmax}_{u \in U} G(\phi|_{[0,t]}, v(t)(u))$. Then, the myopic optimal control problem has a solution if and only if the differential inclusion $\dot{x}(t) \in \{f(x(t)) + \sum_{i=1}^m g_i(x(t))u_i \mid u \in \hat{S}(x|_{[0,t]}), x(0) = x_0, \text{admits a solution.}$

Let us define a set-valued map $S : \mathcal{F} \to 2^U$ as the right-hand side of the above differential inclusion. Then, a solution to the myopic optimal control problem exists if and only if there exists a solution to $\dot{x}(t) \in S(x|_{[0,t]}), x(0) = x_0$. The latter inclusion is a delay differential inclusion in the sense of [31]. Sufficient conditions for the existence of a solution to this differential inclusion have been previously identified. In particular, Theorem 12 presents an adaptation of a result in [32]. We define the norm on $C([0,t], \mathbb{R}^n)$ by $\|\phi\| = \max_{t \in [0,t]} \|\phi(t)\|$, and point the reader to [32] for definitions of hemicontinuity and Lebesgue measurability of set-valued maps.

**Theorem 12.** Let $\gamma > 0$, $\mathcal{X} = \mathbb{R}^n$. Assume the following:

- (i) $S(\phi|_{[0,t]}) \subseteq \mathbb{R}^n$ is a convex set for all $t \in [0,\gamma]$ and all continuous maps $\phi|_{[0,t]} : [0,t] \to \mathcal{X}$.
- (ii) For any fixed $t \in [0,\gamma]$, the restriction of the map $S$ to $C([0,t], \mathcal{X})$ is upper hemicontinuous.
- (iii) For any fixed $\phi \in C([0,\gamma], \mathcal{X})$, $S_\phi : [0,\gamma] \to 2^U$ defined by $S_\phi(t) = S(\phi|_{[0,t]})$ is a Lebesgue-measurable map.
- (iv) There exists $k > 0$ such that, for every absolutely continuous function $\phi \in C([0,\gamma], \mathcal{X})$, every $t \in [0,\gamma]$ such that $d\phi(t)/dt \in \mathcal{X}$, it holds that $y(t) = (d\phi(t)/dt) \leq k(1 + \|\phi(t)\|^2)$.

Then, $\dot{x}(t) \in S(x|_{[0,t]}), x(0) = x_0$ has a solution on $[0,\gamma]$.

The proof of Theorem 12 follows immediately from the result in [32]. A slightly more permissive, but significantly less elegant, sufficient condition has been identified in [31].

Conditions of Theorem 12 are expressed in terms of the set-valued map $S$. We note that $S$ is related to the problem data, i.e., functions $f$, $g_i$, and $g$, by the discussion at the beginning of this appendix.

## Appendix B

### Proofs of Performance Bounds

**Proof of Theorem 6.** From $u = \sum \lambda_j u^j = \sum \lambda_j (u^* + \Delta u^j)$ and $\sum \lambda_j = 1$ we obtain $u = u^* + \Delta u^i + \ldots + \Delta u^m$. By definition of $\Delta u^j$ from line 3 of Algorithm 3, we have $(u - u^*)_j = \pm \lambda_j \delta$ for all $j \geq 1$. Hence, $|\pm \lambda_j \delta| < \|u - u^*\|$ for all $j \geq 1$. Since $u, u^* \in U = [-1,1]^m$, we obtain $|\lambda_j| \leq 2\sqrt{m}/\delta$ for all $j \geq 1$. By using $\sum \lambda_j = 1$ and triangle inequality, we get $\|u\| \leq 1 + 2m \sqrt{m} / \delta$.

Since $\nu_2(u) = \sum \lambda_j \nu_2(u^j)$, we have $\|\nu_2(u) - \sum \lambda_j (x^{j+1} - x^j)\|/\varepsilon \leq \sum |\lambda_j| \|\nu_2(u^j) - (x^{j+1} - x^j)\|/\varepsilon$. Combining parts (ii) and (iii) of Lemma 5, the right hand side of this inequality can be bounded by $\sum |\lambda_j| M \sum \lambda_j (m+1) / 2 + (m+1)^3 \varepsilon \leq (1 + 4m \sqrt{m} / \delta) M \sum \lambda_j (m+1)^3 \varepsilon$, where the last inequality was obtained by using above bounds on $\lambda_j$.

**Proof of Theorem 8.** Let $\pi$ satisfy $G(\phi_2|_{[0,t]}, v_2(\pi)) = \max_{u \in U} G(\phi_2|_{[0,t]}, v_2(u))$. Then, we have $\|v_2(\pi) - \tilde{f} - \sum_{i=1}^m \tilde{g}_i \pi_i\| \leq \|v_2(\pi) - v_2(\pi)\| + \|v_2(\pi) - \tilde{f} - \sum_{i=1}^m \tilde{g}_i \pi_i\| \leq (m+1) M \|y - x\| + \nu$. Hence, $G(\phi_2|_{[0,t]}, v_2(\pi)) = G(\phi_2|_{[0,t]}, \tilde{f} + \sum_{i=1}^m \tilde{g}_i \pi_i) \leq \tilde{L}(d\phi_2|_{[0,t]}, \phi_2|_{[0,t]} + \|v_2(\pi) - \tilde{f} - \sum_{i=1}^m \tilde{g}_i \pi_i\| \leq Ld(\phi_2|_{[0,t]}, \phi_2|_{[0,t]} + \|v_2(\pi) - \tilde{f} - \sum_{i=1}^m \tilde{g}_i \pi_i\| \leq L_1d(\phi_2|_{[0,t]}, \phi_2|_{[0,t]} + \|v_2(\pi) - \tilde{f} - \sum_{i=1}^m \tilde{g}_i \pi_i\| \leq L_1d(\phi_2|_{[0,t]}, \phi_2|_{[0,t]} + \|v_2(\pi) - \tilde{f} - \sum_{i=1}^m \tilde{g}_i \pi_i\| \leq \sum_{i=1}^m \tilde{g}_i \pi_i\|$.
Thus, we can apply Corollary 9 for $s$ satisfies $|G\phi_1| + \tilde{f} + \sum_{i=1}^{m} g_i u_i^* - G\phi_2| + L_m (m + 1) M_1\|x - y\| + Lv$.

Now, if $|G\phi_2| + L_m (m + 1) M_1\|x - y\| + Lv$, by combining this inequality with the previous two inequalities, we would obtain that $G\phi_1 + \tilde{f} + \sum_{i=1}^{m} g_i u_i^* - G\phi_2| + L_m (m + 1) M_1\|x - y\| + Lv$. Thus, $|G\phi_2| + L_m (m + 1) M_1\|x - y\| + Lv$, by combining the above inequality with the previously obtained bound on $\|G\phi_1 + \tilde{f} + \sum_{i=1}^{m} g_i u_i^* - G\phi_2| + L_m (m + 1) M_1\|x - y\| + Lv$, as well as $\|G\phi_2 + \tilde{f} + \sum_{i=1}^{m} g_i u_i^* - G\phi_2| + L_m (m + 1) M_1\|x - y\| + Lv$, we obtain the theorem claim.

**Proof of Corollary 9.** Using the same notation as in the proof of Theorem 8, we first obtain $\|G\phi_2 + \tilde{f} + \sum_{i=1}^{m} g_i u_i^* - G\phi_2| + L_m (m + 1) M_1\|x - y\| + Lv$.

From Theorem 8, the first summand on the right side of the above inequality is bounded by $2 L_d |G\phi_1 + \tilde{f} + \sum_{i=1}^{m} g_i u_i^* - G\phi_2| + L_m (m + 1) M_1\|x - y\| + Lv$, by the definition of $v_i$ and $L_d$, the second summand is bounded by $L\|\sum_{i=1}^{m} g_i u_i^*\| \leq L M_0 (m + 1) \delta$.

**Proof of Theorem 10.** Let $t \geq (m + 1) \varepsilon$. Then, $t$ is contained in one of repetitions of lines 2–12 of Algorithm 3, and this repetition is not the first one. Let $x^0, \ldots, x^{m+1}$ be the $x\nu$’s used in that repetition. From Theorem 6, the previous repetition resulted in an approximation $\tilde{f} + \sum_{i=1}^{m} g_i u_i^*$ of $v_0(u)$ which satisfies $\|v_0(u) - \tilde{f} - \sum_{i=1}^{m} g_i u_i\| \leq 2 L_0 M_1 (m + 1)^3 \varepsilon + 4 M_1 \varepsilon$ for all $u \in U$ and in a control input $u^* \in U$ optimal for dynamics $u \rightarrow \tilde{f} + \sum_{i=1}^{m} g_i u_i^*$. At time $t$, $u^*(t) = u^* + \Delta u^*$, for some $j \in \{0, \ldots, m\}$.

We can apply Corollary 9 for $\nu = 2 L_0 M_1 (m + 1)^3 \varepsilon + 4 M_1 \varepsilon$ and $\|v_0(u) - \tilde{f} - \sum_{i=1}^{m} g_i u_i\| \leq 2 L_0 M_1 (m + 1)^3 \varepsilon + 4 M_1 \varepsilon$ for all $u \in U$ and in a control input $u^* \in U$ optimal for dynamics $u \rightarrow \tilde{f} + \sum_{i=1}^{m} g_i u_i^*$.

By Definition 7, $d(\phi_0(\cdot), \phi_1(\cdot), \phi_2(\cdot), \phi_3(\cdot)) = t - t_0$. By part (i) of Lemma 5, $\|x - a^0\| \leq M_0 (m + 1) \varepsilon$. Hence, from the bound in the previous paragraph, $\|v_0(u) - \tilde{f} - \sum_{i=1}^{m} g_i u_i\| \leq 2 L_0 M_1 (m + 1)^3 \varepsilon + 4 M_1 \varepsilon$ for all $u \in U$ and in a control input $u^* \in U$ optimal for dynamics $u \rightarrow \tilde{f} + \sum_{i=1}^{m} g_i u_i^*$.
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