Abstract—Deception is a useful tool in situations where an agent operates in the presence of its adversaries. We consider a setting where a supervisor provides a reference policy to an agent, expects the agent to operate in an environment by following the reference policy, and partially observes the agent’s behavior. The agent instead follows a different, deceptive policy to achieve a different task. We model the environment with a Markov decision process and study the synthesis of optimal deceptive policies under partial observability. We formalize the notion of deception as a hypothesis testing problem and show that the synthesis of optimal deceptive policies is NP-hard. As an approximation, we consider the class of mixture policies, which provides a convex optimization formulation of the deception problem. We give an algorithm that converges to the optimal mixture policy. We also consider a special class of Markov decision processes where the transition and observation functions are deterministic. For this case, we give a randomized algorithm for path planning that generates a path for the agent in polynomial time and achieves the optimal value for the considered objective function.

Index Terms—Markov decision processes, deception under partial observations, computational complexity

1. INTRODUCTION

Deception naturally emerges in adversarial environments where an agent is performing a task that is undesirable for others. Deception is present, for example, in cyber-physical systems [1], [2], physical and information warfare [3], [4], and robotics [5]. We consider a deception problem in a setting consisting of a supervisor and an agent. In this framework, the supervisor provides a reference policy to the agent, expects the agent to perform a task by following the reference policy, and partially observes the agent’s behavior. The agent, on the other hand, aims to perform a different task. For this purpose, the agent follows a different, deceptive policy.

The goal of the supervisor is to distinguish a deceptive agent from a well-intentioned agent, i.e., decide whether the agent followed the reference policy. The supervisor receives partial observations of the agent’s state for detection. The goal of the deceptive agent is to perform its task while not being detected. For this reason, the agent’s deceptive policy should achieve its task and generate observations, which are indistinguishable from those of the reference policy.

In this setting, we model the environment with a Markov decision process (MDP), and the agent’s task as a reachability specification. The supervisor receives partial observations of the agent’s state via an observation function. The agent, on the other hand, has full observability of its own state and knows the observation function of the supervisor. Given the MDP and the observation function, the agent’s policy induces a hidden Markov model (HMM). The supervisor receives observation sequences from this HMM and uses them to decide whether the agent followed the reference policy.

We use Kullback-Leibler (KL) divergence to measure the deceptiveness. In detail, we use the KL divergence between the distribution of observation sequences under the agent’s policy and the distribution of observation sequences under the reference policy. The value of the KL divergence is the expectation of the log-likelihood ratio between the HMM generated by the agent’s policy and the HMM generated by the reference policy for a random observation sequence. The agent’s problem is to find a policy that would minimize the KL divergence, making, in that sense, the two HMMs indistinguishable.

The minimization of KL divergence between two HMMs is a computationally challenging task. When the observation function is a one-to-one mapping, i.e., HMM is a Markov chain, this problem can be reduced to a convex optimization problem and solved in polynomial time [6]. The agent’s partial observability provides greater opportunities for deception because the optimal value for the KL divergence objective function for the partially observable setting is lower than the fully observable case. However, exploiting the partial observability is computationally challenging. We show that the 3-SAT problem [7] can be reduced to an instance of the deception problem in the partially observable setting. Consequently, the agent’s problem is NP-hard. Furthermore, we show that there is no polynomial time approximation scheme for it unless P = NP.

The computational hardness of the agent’s problem is due to the large size of the policy space, the large number of observation sequences, and the stochasticity of the MDP or observation function. One can synthesize an optimal deceptive policy by solving a convex optimization problem that considers the class of history-dependent policies. However, this optimization problem would have exponentially many variables in the length of the time horizon.

We consider a smaller policy space as an approximation to the agent’s problem. A mixture policy [8] is a weighted set of basis policies. We use mixture policies as the search space for the agent’s problem. Since the KL objective function is a convex function of the weight vector, one can find the best mixture of any given set of policies by solving a convex optimization problem. On the other hand, the construction of the optimization problem still requires a parameter for each observation sequence. Since the number of observation sequences is potentially large, the full construction of the optimization problem is impractical. Instead, we propose to use stochastic optimization to solve this problem. We give an iterative algorithm that asymptotically converges to the optimal value and outputs a near-optimal mixture of a given set of policies. The advantage of the algorithm is that the full construction is not required and every iteration takes polynomial time in the size of the problem.

When the transition and observation functions are deterministic, one can synthesize the optimal policy by directly optimizing the probabilities of the observation sequences. However, synthesizing an explicit policy is generally infeasible since the number of observation sequences is large. Instead of synthesizing an explicit policy, we propose a randomized algorithm that generates a single path. The algorithm boosts the probabilities of the observation sequences for which there is a path that satisfies the agent’s task. The algorithm induces the optimal distribution of observation sequences and generates a path for the agent in polynomial time.
**Related Work:** Deception has been studied in the game theory framework, e.g., [2], [9], [10], as a game between deceiving and deceived players where there is an information asymmetry or capability difference between the players. Different from existing works that consider static games or state-dependent utility functions, we consider a sequential setting with an observation sequence-dependent utility function motivated by hypothesis testing.

Paper [6] studies the synthesis of deceptive policies when the supervisor receives full observations of the agent’s state. In this case, optimal policies can be synthesized in polynomial time via a convex optimization problem. Different from [6], we consider that the supervisor has partial observations of the agent’s state.

The concept of opacity [11]–[13] is closely related to the notion of deception: Hiding properties of the system from an outside observer. Probabilistic system opacity [12] is the problem of determining the deception: Hiding properties of the system from an outside observer. We consider partial observability of the environment of an agent with partial observability of the assumptions, e.g., HMMs can start from any initial state with nonzero probability, [12] shows that probabilistic opacity can be verified in polynomial time. In the course of our paper, we show that, when the initial state distribution is not strictly positive, the verification is NP-hard. We also consider the optimization problem of finding an HMM that is closest to a target HMM which is not studied in [12].

Partially observable MDPs (POMDPs) are commonly used to model the environment of an agent with partial observability of its state. While there are existing results on the hardness of policy synthesis for POMDPs [14]–[16], these results do not apply to the problem studied in this paper since we consider partial observability for an outside observer, i.e., the supervisor, and not for the agent. For example, planning in deterministic POMDPs [16] is provably hard due to the initial state ambiguity whereas we provide an efficient algorithm for this case thanks to the full observability of the agent.

Decision problems for regular languages [17]–[19] are closely related to the deception problem due to the objective function that we consider. In the course of our paper, we show that the language containment problem [18] is equivalent to deciding the finiteness of the KL divergence. We use the results from automata theory to establish the computational hardness of the deception problem. In addition to the qualitative analysis, we quantitatively optimize the closeness of two languages using KL divergence.

**II. PRELIMINARIES**

Set \( \{ x = (x_1, \ldots, x_n) | \sum_{i=1}^n x_i = 1, x_i \geq 0 \} \) is denoted by \( \Delta_p^n \). \( |C| \) denotes the size of set \( C \). The power set of \( C \) is denoted by \( 2^C \). \( \text{Proj}_y(x) \) is the L2 projection of \( x \) onto \( W \). \( \text{Ber}(p) \) is the distribution of a Bernoulli random variable with parameter \( p \). Set \( \{ 1, \ldots, n \} \) is denoted by \( [n] \).

Let \( Q_1 \) and \( Q_2 \) be discrete probability distributions with a support \( \mathcal{X} \). The 

\[
KL(Q_1 || Q_2) = \sum_{x \in \mathcal{X}} Q_1(x) \log \left( \frac{Q_1(x)}{Q_2(x)} \right).
\]

We define 

\[
K(x) = \log \left( \frac{Q_1(x)}{Q_2(x)} \right)
\]

to be 0 if \( Q_1(x) = 0 \), and infinite if \( Q_1(x) > 0 \) and \( Q_2(x) = 0 \). KL divergence is a jointly convex function in its arguments.

Let \( p(y|x) \) be a conditional probability mass function. Let \( W_1 \) and \( W_2 \) be discrete probability distributions with a support \( \mathcal{Y} \) such that for every \( y \in \mathcal{Y} \), \( W_1(y) = \sum_{x \in \mathcal{X}} Q_1(x) p(y|x) \) and \( W_2(y) = \sum_{x \in \mathcal{X}} Q_2(x) p(y|x) \). Data processing inequality states that any (potentially) stochastic transformation \( p(x|y) \) satisfies

\[
KL(Q_1 || Q_2) \geq KL(W_1 || W_2).
\]

**III. DECEPTION UNDER PARTIAL OBSERVABILITY**

We consider a setting where an agent operates in a stochastic environment modeled by an MDP \( M \). A supervisor provides a reference policy \( \pi^s \) to the agent and expects the agent to perform a task by following the reference policy. While the agent operates in the environment, the supervisor receives a partial observation of the agent’s state at every time step. The agent’s goal is to perform a different task, that is, to reach a set \( R^A \) with a probability of at least \( v \). For this purpose, the agent may deviate from the reference policy and follow another policy \( \pi^A \). The agent’s deceptive policy should accomplish the agent’s task with high probability and generate an observation sequence that minimizes the chance of being detected.

The supervisor observes the agent’s state via an observation function \( O : S \times \Omega \rightarrow [0, 1] \) where \( \Omega \) is a finite set of observations and \( \sum_{s \in \Omega} O(s, a) = 1 \) for all \( s \in S \). The agent has full observability of its state and knows the observation function of the supervisor. For full generality, we assume that the agent does not know the observations received by the supervisor, because in the case when the agent knows the observations received by the supervisor, we can add auxiliary states to represent the observations received by the supervisor.

**Fig. 1:** Internet access via a virtual private network (VPN). VPN client encrypts the user data, and the internet service provider (ISP) cannot observe the user’s traffic.

**A. Markov Decision Processes**

A Markov decision process (MDP) is a tuple \( M = (S, A, P, s_0) \) where \( S \) is a finite set of states, \( A \) is a finite set of actions, \( P : S \times A \times S \rightarrow [0, 1] \) is the transition probability function, and \( s_0 \) is the initial state. \( A(s) \) denotes the set of available actions at state \( s \) where \( \sum_{a \in A} P(s, a, q) = 1 \) for all \( a \in A(s) \). State \( s \) is absorbing if \( P(s, a, s) = 1 \) for all \( a \in A(s) \).

The history \( h_t \) at time \( t \) is a sequence of states and actions such that \( h_t = s_0 a_0 s_1 \ldots s_{t-1} a_{t-1} s_t \). The set of all possible histories at time \( t \) is \( H_t \). A path \( \xi = s_0 s_1 \ldots s_n \) is an infinite sequence of states. The set of paths is \( \text{Paths}(M) \). A (history-dependent) policy \( \pi \) for \( M \) is a sequence \( \pi = \mu_0 \mu_1 \ldots \) where each \( \mu_t : H_t \times A \rightarrow [0, 1] \) is a function such that \( \sum_{a \in A(s)} \mu_t(h_t, a) = 1 \) for all \( h_t \in H_t \). The set of all policies for \( M \) is denoted by \( \Pi(M) \). A Markovian policy is a sequence \( \pi = \mu_0 \mu_1 \ldots \) where \( \mu_t : S \times A \rightarrow [0, 1] \) is a function such that \( \sum_{s \in A(s)} \mu_t(s, a) = 1 \) for every \( s \in S \) and \( t \geq 1 \). A stationary policy is a sequence \( \pi = \mu_\pi \) where \( \mu_\pi : S \times A \rightarrow [0, 1] \) is a function such that \( \sum_{s \in A(s)} \mu_\pi(s, a) = 1 \) for every \( s \in S \).

For notational simplicity, we use \( \pi(s, a) \) for \( \mu(s, a) \) if \( \pi \) is stationary. A deterministic policy is a sequence \( \pi = \mu_0 \mu_1 \ldots \) such that \( \mu_\pi(s, \cdot) = 0 \) or 1 where \( \cdot \) is a state and a history. We use \( \Pi^D(H)(M) \) to denote the set of deterministic, history-dependent policies.

The event of reaching set \( R \) is denoted with \( \triangleleft R \). A path \( \xi = s_0 s_1 \ldots s_n \) satisfies \( \triangleleft R \), i.e., \( \xi \models \triangleleft R \), if and only if \( s_i \in R \) for some \( i \geq 0 \). The event of reaching set \( R \) in \( T \) steps is denoted with \( \triangleleft_{\leq T} R \).

A nondeterministic finite automaton (NFA) is a tuple \( N = (Q, \Sigma, \Delta, q_0, F) \) where \( Q \) is a finite set of states, \( \Sigma \) is a finite set of input symbols, \( \Delta : Q \times \Sigma \rightarrow 2^Q \) is a transition function, \( q_0 \) is an initial state, and \( F \) is a set of accepting states such that \( F \subseteq Q \).
**Example.** We consider the virtual private network (VPN) example given in Figure 1 to demonstrate the effects of partial observability. If a user accesses the internet without a VPN, then the internet service provider (ISP) can observe the user’s unencrypted traffic. In this case, the ISP can detect users with undesirable traffic. If the user accesses the internet via a VPN client, then ISP observes the user’s encrypted data. The encryption makes the user’s traffic partially observable; encrypted data for different types of traffic looks effectively the same for the ISP. When a VPN is used, i.e., when partial observability is exploited, ISP cannot distinguish the users with undesirable traffic.

We remark that the setting we consider is different from partially observable MDPs (POMDPs). In POMDPs, the agent has partial observability of its state, and the goal is to find a policy that uses observations whereas in our setting the agent has full observability of its state and the goal is to shape the observation sequence.

A policy induces probability measures over paths and observation sequences. With an abuse of notation, we denote the probability distributions of observation sequences. Proposition 1 shows that Problem 1 is a provably hard problem. We can synthesize optimal deceptive policies under partial observability in finite and infinite horizon settings. We propose the following problems for the synthesis of optimal deceptive policies under partial observability in finite and infinite horizon settings. We consider a setting that is the worst-case scenario for the deceptive agent since the supervisor knows the model of the well-intentioned agents and uses complete observation sequences.

**Problem 1** (Finite Horizon). Given a Markovian reference policy \( \pi^S \), solve

\[
\min_{\pi^A \in \Pi(M)} \quad KL\left(\Theta_{0:T}^A || \Theta_{0:T}^S\right) \quad \text{(2a)}
\]

subject to \( \Pr^A\left(\circ_{s \leq T} R^A\right) \geq \nu \quad \text{(2b)} \)

where \( \Theta_{0:T}^A \) and \( \Theta_{0:T}^S \) are the probability distributions of \((T + 1)\)-length observation sequences under \( \pi^A \) and \( \pi^S \), respectively.

**Problem 2** (Infinite Horizon). Given a stationary reference policy \( \pi^S \), solve

\[
\min_{\pi^A \in \Pi(M)} \quad KL\left(\Theta^A || \Theta^S\right) \quad \text{(3a)}
\]

subject to \( \Pr^A\left(\circ R^A\right) \geq \nu \quad \text{(3b)} \)

where \( \Theta^A \) and \( \Theta^S \) are the probability distributions of infinite length observation sequences under \( \pi^A \) and \( \pi^S \), respectively.

The minimization of the KL objective function is a proxy for minimizing the chance of being detected when the supervisor uses the observation sequences with likelihood-ratio test [20], which is the most powerful test for a given significance level. We refer the interested readers to [6] on the relationship between the KL divergence and likelihood-ratio test. Suppose the supervisor aims to decide whether the agent followed \( \pi^A \) or \( \pi^S \) given an observation sequence \( \theta \) using the likelihood-ratio test. The KL divergence between the distributions \( \Theta^A \) and \( \Theta^S \) is the expectation of the log-likelihood difference between the hypotheses \( \pi^A \) and \( \pi^S \). Hence, minimizing the KL objective function increases the false negative rate, i.e., the probability of the supervisor believing that the agent followed \( \pi^S \) whereas the agent followed \( \pi^A \). If the KL divergence is zero, then the distribution \( \Theta^A \) of observation sequences under \( \pi^A \) is equal to the distribution \( \Theta^S \) under \( \pi^S \), i.e., the maximum of false positive and negative rates is greater than or equal to 1/2 for any statistical test. If the objective function is infinite, then with a positive probability the supervisor is almost sure that the agent did not follow \( \pi^S \).

**Remark.** In our problem setting, the supervisor knows the behavioral model, i.e., reference policy, of the well-intentioned agents. If the supervisor does not know the behavioral model, it can first infer a model, e.g., as in [21] using an n-Gram model, and perform detection using the learned model. We also consider that the supervisor receives an observation sequence for detection. Instead of using the sequences directly, one may consider using some features of the sequences, such as symbol frequencies or every other symbol. However, by the data processing inequality (1), using features can only lower the KL divergence, thereby worsening the detection rate. Overall, we consider a setting that is the worst-case scenario for the deceptive agent since the supervisor knows the model of the well-intentioned agents and uses complete observation sequences.

**IV. THE COMPLEXITY OF OPTIMAL DECEPTION UNDER PARTIAL OBSERVABILITY**

In this section, we discuss the complexity of optimal deception under partial observability. Under full observability, i.e., there is a one-to-one mapping between states and observations, the synthesis of optimal deceptive policies can be achieved in polynomial time by solving a convex optimization problem [6]. It is easy to see that, by (1), the optimal values of (2) and (3) under partial observability are upper-bounded by the optimal values of (2) and (3) under full observability, respectively. This intuitively implies that the chance of being detected is lower under partial observability.

While partial observability provides a better opportunity for deception, i.e., lower objective values, and the agent still has full observability of its own state, exploiting partial observability is a hard problem. We can synthesize optimal deceptive policies under partial observability by solving a convex optimization problem with exponentially many parameters in the time horizon. The exponential complexity is due to the number of possible histories and observation sequences. Proposition 1 shows that Problem 1 is a provably hard problem, and there is no polynomial-time algorithm unless \( P = NP \). The proof is due to a reduction from the 3-SAT problem [7].
Remark. Determining whether an observation sequence is possible for an HMM is equivalent to determining whether a word is accepted by a NFA. Formally, for a stationary policy for an HMM is equivalent to determining whether a word is accepted.

Remark.
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Proposition 1. Let $v^*$ be the optimal value of (2). Deciding whether $v^* = \infty$ is NP-hard. If $P \neq NP$, there is no polynomial-time approximation scheme for (2) that guarantees a value lower than or equal to $(v^* + \epsilon)$ or $(1 + \epsilon)v^*$.

Proof of Proposition 1. We use the MDP given in Fig. 2 to prove the hardness of (2). This MDP shares a similar structure with the NFA used to prove the hardness of language universality and containment problems for NFAs [22], [23]. The task of the agent is to reach state $T$ with probability $\nu$. The observation function is defined using a 3-SAT formula. A 3-SAT formula [7] is a conjunctive normal formula with three literals from a set $\{x, y, z\}$. Let $\pi$ be an arbitrary instance of 3-SAT and $\ell = k + 3$. The observation function $O : S \times \Omega \to [0, 1]$ is defined such that:

- $O(0, x) = 1$, $O(1, y) = 1$, $O(2, c) = 1$, $O(3, y) = 1$,
- $O(4, z) = 1$, $O(5, z) = 1$,
- $O(0, (j), T) = 0.5$ and $O((0, j), \perp) = 0.5$,
- $O((i, j), T) = 0.5$ and $O((i, j), \perp) = 0.5$ if $i$-th clause of $\phi$ does not contain $l_j$.

To show that deciding whether the optimal value of (2) is $\infty$ is NP-hard, consider a reference policy such that $\pi^S(0, \alpha) = 1$. Note that the decision at state 0 is sufficient to describe the policy since there is only one action for the other states. If $\pi^A(0, \beta) \neq 1$ the agent violates the task constraint, i.e., $\Pr^A(\emptyset \leq T R^A) \geq \nu$, or $KL(\Theta^A_{0:T}||\Theta^S_{0:T}) = \infty$ since there is a positive probability that the agent generates an observation sequence $\theta$ such that $Pr^A(\emptyset) = 0$.

If $\pi^A(0, \beta) = 1$, we have $KL(\Theta^A_{0:T}||\Theta^S_{0:T}) < \infty$ if and only if $Pr^S(\emptyset) > 0$ for all $\emptyset \in \{x \in [\perp, k]\}$ since $Pr^A(0) > 0$ for all $\emptyset \in \{x \in [\perp, k]\}$. Note that by construction of the observation function, $Pr^S(\emptyset = \emptyset) > 0$ if and only if $o_1 \ldots o_{k+1}$ is an assignment for $l_1 \ldots l_k$ that satisfies $\perp \neq \emptyset$. Consequently, $Pr^S(\emptyset) > 0$ for all $\emptyset \in \{x \in [\perp, k]\}$ if and only if $\emptyset$ is true for all $\emptyset \in \{x \in [\perp, k]\}$. Hence, $Pr^S(\emptyset) > 0$ for all $\emptyset \in \{x \in [\perp, k]\}$ if and only if $\emptyset$ is not satisfiable. Since 3-SAT problem is NP-hard [7], and the size of the MDP is polynomial in the size of the 3-SAT instance, deciding whether the optimal value of (2) is $\infty$ is NP-hard.

To show that there is no polynomial-time approximation scheme for (2) unless $P \neq NP$, we consider a reference policy such that $\pi^S(0, \alpha) = 0.5$, $\pi^S(0, \delta) = b$, and $\pi^S(0, \epsilon) = 0.5 - b$. If $\phi$ is not satisfiable, the optimal value of (2) is $\log(1/b)$, which is achieved when $\pi^A(0, \gamma) = 1$. If $\phi$ is satisfiable, every $\emptyset \in \{x \in [\perp, k]\}$ has $Pr^S(\emptyset) \geq 2^{-k+2}n$ by construction of the observation function. If $\phi$ is satisfiable and $\pi^A(0, \beta) = 1$, we have

\[
KL(\Theta^A_{0:T}||\Theta^S_{0:T}) = \sum_{\emptyset \in \{x \in [\perp, k]\}} Pr^A(\emptyset) \log \left( \frac{Pr^A(\emptyset)}{Pr^S(\emptyset)} \right) = \sum_{\emptyset \in \{x \in [\perp, k]\}} 2^{-k} \log \left( \frac{2^{-k}}{Pr^S(\emptyset)} \right) \leq \log(n/4).
\]

Hence, the optimal value of (2) is lower than or equal to $\log(n/4)$ if $\phi$ is satisfiable. Let $1/b < n/4$. If an approximation scheme assigns $\pi^A(0, \beta) > 0$ and $\phi$ is not satisfiable, then $KL(\Theta^A_{0:T}||\Theta^S_{0:T}) \log(1/b) = \infty$. If an approximation scheme assigns $\pi^A(0, \beta) = 0$ and $\phi$ is satisfiable, then $KL(\Theta^A_{0:T}||\Theta^S_{0:T}) - \log(n/4)$ is a constant not depending on the input parameter $\epsilon$ of the approximation algorithm. Therefore, any approximation algorithm has to solve the 3-SAT problem to achieve $\epsilon$-optimality, and there is no polynomial-time approximation scheme for (2) unless $P \neq NP$.

Proposition 1 also applies to the infinite horizon optimization problem given in (3) as the reference policy in the proof is stationary.

We remark that the paper [12] showed that for two hidden Markov models (HMMs) deciding whether the likelihood-ratio of any observation sequence converges to a positive number is possible in polynomial time assuming that both HMMs start from any initial state with a non-zero probability, i.e., the initial state distribution is strictly positive. The proof of Proposition 1 shows that when the probability distribution of the initial state is not strictly positive, there is no polynomial-time algorithm for this problem unless $P = NP$.

We also remark that optimal deception under partial observability is a hard problem even for the simplest observation functions. For example, consider an observation function such that all transient states emit the same observation with probability 1 and all absorbing states emit another observation with probability 1. The deciding whether the optimal value of (3) is $\infty$ corresponds to the language containment problem of unary NFA, which is known to be coNP-complete [19].

V. SYNTHESIS OF DECEPTIVE POLICIES

In this section we discuss the synthesis of deceptive policies under partial observability. In detail, we consider the synthesis for finite horizon using mixture policies as an alternative to optimal policies. We also consider a special class of MDPs where optimal distribution of paths can be induced in polynomial time for infinite horizon.

A. Mixture Policies for Finite Horizon

We consider a special class of policies for the finite horizon case since the synthesis of optimal deceptive policies is computationally challenging due to the size of history-dependent policies. A mixture policy [8] is a convex combination of a finite set of policies. In detail, a mixture policy is a tuple $\{\pi_1, \ldots, \pi_N\}, \alpha_1, \ldots, \alpha_N\}$ where $\{\pi_1, \ldots, \pi_N\}$ is a vector of basis policies and $\alpha_1, \ldots, \alpha_N \in \Delta^N_0$ is mixing probabilities. At time 0, the agent chooses policy $\pi^0$ with probability $\alpha$ and follows the selected policy for the whole path. The class of mixture policies has the following useful property: The probability distribution over paths (and observation sequences) induced by the mixture policy is a linear combination of the probability distribution induced by each basis policy. This property provides a convex representation of the deception problem. The KL divergence between the distributions of observation sequences is a nonconvex function of the parameters of policies $\pi_1, \ldots, \pi_N$. On the other hand, the KL objective function is a convex function of the mixing probabilities $\alpha_1, \ldots, \alpha_N$. Hence, for a given set of basis policies $\pi_1, \ldots, \pi_N$, our goal is to optimize a convex function of the mixing probabilities $\alpha_1, \ldots, \alpha_N$ and find the best mixture policy.

The straightforward approach to find the optimal mixing probabilities is the following. First, enumerate the possible observation sequences under the reference policy for the given time horizon. Second, find the probabilities of the observation sequences under the basis policies. Finally, optimize the KL objective function. However, the enumeration of possible observation sequences is a challenging problem. Counting the possible observation sequences...
Let $C_0$ be a set of basis policies. Assume that there exists $\pi^* \in C_0$ with $KL(\Theta^*_{0:T}||\Theta_{0:T}^S) < \infty$. In Algorithm 1, with probability 1,

$$\lim_{k \to \infty} KL(\Theta^{(k)}_{0:T}||\Theta_{0:T}^S) = \infty$$

Let $v^*$ be the optimal value of (2). If $C_0 = \Pi^{D,H}(M)$ in Algorithm 1, with probability 1,

$$\lim_{k \to \infty} \mathbb{E}[KL(\Theta^{(k)}_{0:T}||\Theta_{0:T}^S)] = v^*.$$
Theorem 3.1 of [8] shows that every final state distribution of a finite horizon MDP achieved by a Markovian, randomized policy can be achieved with a mixture of Markovian, deterministic policies. Consider an MDP \( M \) whose states are possible histories from \( t = 0 \) to \( T \) of the MDP \( M \). The possible transitions between the states of \( M \) are defined via the state-action histories on \( M \). A Markovian policy on \( M \) is a history dependent policy on \( M \), and the final state distribution of \( M \) is the distribution of histories of \( M \). By Theorem 3.1 of [8], the mixture of Markovian, deterministic policies achieve every final state distribution of \( M \), which implies that the mixture of history dependent, deterministic policies achieve every history distribution of \( M \). Consequently, if \( C(0) = \Pi_{0:T}(\mathcal{M}) \),

\[
\lim_{k \to \infty} \mathbb{E} \left[ KL \left( \Theta_{0:T}^{(C(k),\alpha(k))} || \Theta_{0:T}^{S} \right) \right] = KL \left( \Theta_{0:T}^{(C(0),\alpha^{*})} || \Theta_{0:T}^{S} \right) = v^{*}
\]

with probability 1.

We note that we use an iterative scheme to adjust the parameters of projected stochastic gradient descent. Such a scheme is needed because the Lipschitz constant of the objective function is unknown.

When the set of basis policies is the set of deterministic, history dependent policies, the output mixture policy is an optimal solution for Problem 1 in the limit since there exists a mixture of deterministic, history dependent policies that induces the same distribution of observation sequences with the optimal history-dependent policy.

Stochastic gradient descent method requires uniform sampling of the feasible observation sequences. In Algorithm 1, we sample observation sequences uniformly randomly from \( \Omega^{T} \) for simplicity. However, some observation sequences may be infeasible under the basis policies, i.e., \( \max_{\theta} \Pr(\pi_{\theta}(\theta) > 0) = 0 \). Algorithm 1 relies on rejection sampling and ignores such observation sequences. The convergence of Algorithm 1 might be slow in practice due to rejection sampling and the large size of \( \Omega^{T} \). Direct sampling from the set \( \{ \theta | \max_{\alpha} \Pr(\pi_{\alpha}(\theta) > 0) > 0 \} \) in polynomial time is possible using the method given in [26] since this set defines a regular language. Another way to potential overcome this problem is to employ importance sampling, i.e., sample observation sequences using the current mixture policy \( \pi^{(C(k),\alpha(k-1))} \). In this way, we can get an unbiased estimate of the gradient. Formally, we have

\[
\mathbb{E}_{\theta \sim \text{Uniform}(\{ \theta | \max_{\alpha} \Pr(\pi_{\alpha}(\theta) > 0) > 0 \})} \left[ \nabla f(\alpha(k,i-1),\theta) \right] = \frac{\mathbb{E}_{\theta \sim \pi^{(C(k),\alpha(k-1))}} \left[ \nabla f(\alpha(k,i-1),\theta) \right]}{\max_{\theta} \Pr(\pi_{\alpha}(\theta) > 0)}
\]

B. Optimal Path Distributions for Infinite Horizon Deterministic MDPs and Observation Functions

In this section, we give a path planning algorithm for infinite horizon deterministic MDPs and observation functions. For a deterministic MDP, the transition probability and observation functions are deterministic. In other words, the environment is a graph, and every path has a fixed observation sequence. We remark that while we consider deterministic MDPs, the reference policy can still be randomized.

Consider an agent that aims to follow predetermined path and thereby induce a predetermined observation sequence, as can be done in MDPs with deterministic transitions and observation functions. In this case, the agent can set the probability of any observation sequence to a desired value and achieve optimality for Problem 2.

As discussed in Section V-A, the straightforward approach is to enumerate observation sequences and solve an optimization problem that minimizes the KL divergence to the reference policy’s observation distribution. However, this requires solving an optimization problem with infinitely many variables since the number of observation sequences is infinite. Instead, we give a randomized algorithm for path planning that runs in polynomial time and finds a random path for the agent such that the path satisfies the task constraint in expectation, and the objective value is optimal in expectation.

Algorithm 2 increases the probabilities of the observation sequences for which there is a path reaching \( R^{A} \). With an abuse of notation, let \( O(\xi) \) be the corresponding observation sequence of path \( \xi \). Also, let \( L^{A} \) be the set of observation sequences such that for every \( \theta \in \Theta^{A} \) there exists a path \( \xi \) satisfying \( O(\xi) = \theta \) and \( \xi \in O(\xi) \). The algorithm relies on rejection sampling and works as follows. First, it samples a path \( \xi \) using \( \pi^{*} \). With probability \( \nu \), the algorithm accepts \( \xi \) if and only if there is a path \( \xi^{*} \) that reaches \( R^{A} \) and \( O(\xi^{*}) = O(\xi) \). i.e., \( O(\xi) \in L^{A} \). With probability \( 1 - \nu \), the algorithm accepts \( \xi \) if and only if there is no path \( \xi^{*} \) that reaches \( R^{A} \) with \( O(\xi^{*}) = O(\xi) \), i.e., \( O(\xi) \notin L^{A} \). At the end, the algorithm outputs path \( \xi^{*} \).

Proposition 3. Assume that \( \nu \geq Pr^{A}(O(\xi) \in L^{A}) \). Let \( \mu \) be the probability measure induced by Algorithm 2 over the paths of \( M \) and \( \nu^{*} \) be the optimal value of (3). Algorithm 2 satisfies

\[
Pr(\xi \in O(\xi) \in L^{A}) \geq \nu \text{ and } KL(\mu || \Theta^{S}) = v^{*}.
\]

and it has an expected time complexity of

\[
O\left(\frac{\nu |S|^{2} |A| |\mathbb{E}_{x_{t \sim \pi^{S}}[\text{len}(\xi)]}|}{Pr^{S}(\Theta(\xi) \in L^{A})^{2}} + \frac{(1 - \nu)|S|^{2} |A| |\mathbb{E}_{x_{t \sim \pi^{S}}[\text{len}(\xi)]}|}{Pr^{S}(\xi(\Theta(\xi) \notin L^{A})^{2}}\right)
\]

where \( \text{len}(\xi) = \min\{i | s_{i} \in S^{even}\} \).

Proof of Proposition 3. We first show that \( KL(\mu || \Theta^{S}) = v^{*} \).

Let \( \theta \) be an arbitrary observation sequence. If \( \theta \in L^{A} \), we have

\[
Pr^{A}(\theta) = \nu \sum_{\xi \in \text{Paths}(M) \cap \Theta(\xi) \in L^{A}} Pr^{S}(\xi(\Theta(\xi) \in L^{A})) = \nu Pr^{S}(\theta) Pr^{S}(\xi(\Theta(\xi) \in L^{A})).
\]

Similarly, if \( \theta \notin L^{A} \), \( Pr^{A}(\theta) = (1 - \nu)Pr^{S}(\theta) Pr^{S}(\xi(\Theta(\xi) \notin L^{A}) \).

The KL divergence is equal to

\[
KL(\mu || \Theta^{S}) = KL \left( \text{Ber}(\nu) || \text{Ber}(Pr^{S}(\xi(\Theta(\xi) \in L^{A})) \right).
\]

We now show that the optimal value of (3) is lower bounded by \( KL(\mu || \Theta^{S}) \). Consider a binary clustering \( C \) of the observation sequences such that an observation sequence \( \theta \) is in \( C \) if and only if \( \theta \in L^{A} \). By definition \( Pr^{S}(C) = Pr^{S}(\xi(\Theta(\xi) \in L^{A}) \).

Let \( \mu^{*} \) be an optimal distribution of observation sequences for (3). If \( Pr(C|\mu^{*}) < \nu \) then \( Pr^{A}(O(\xi^{*}) < \nu \). Hence, \( Pr(C|\mu) \geq \nu \). Using (1) and the binary clustering, we have

\[
KL(\mu || \Theta^{S}) = v^{*} = KL \left( \text{Ber}(\nu) || \text{Ber}(Pr^{S}(\xi(\Theta(\xi) \in L^{A})) \right).
\]

Since \( v^{*} \) is the optimal value of (3), we have \( KL(\mu || \Theta^{S}) = v^{*} \).

Note that \( Pr(\xi = O(\xi) \in L^{A}) \geq v^{*} \) due to the acceptance condition in the if statement.
We now derive the time complexity of Algorithm 2. Sampling a path under a stationary reference policy \( \pi^U \) takes \( O(|S||A|\mathbb{E}_{\xi \sim \pi}[\text{len}(\xi)]) \) time in expectation. For a given random observation sequence \( O(\xi) \), determining whether \( O(\xi) \in \mathcal{L}^A \) is equivalent to the string acceptance problem for NFAs, which has a time complexity of \( O(|S|^2\mathbb{E}_{\xi \sim \pi}[\text{len}(\xi)]) \) in expectation. If \( c \leq \nu \), sampling a path \( \xi \) such that \( O(\xi) \in \mathcal{L}^A \) takes \( \Pr^S(\xi|O(\xi) \in \mathcal{L}^A) \) time in expectation. Otherwise, sampling a path \( \xi \) such that \( O(\xi) \not\in \mathcal{L}^A \) takes \( \Pr^S(\xi|O(\xi) \not\in \mathcal{L}^A) \) time in expectation. If \( c \leq \nu \), finding a path \( \xi' \) such that \( \xi' \not\in \mathcal{L}^A \) and \( O(\xi') = O(\xi) \) is equivalent to finding an accepting trace for a given string in NFAs, which has a time complexity of \( O(|S|^2\mathbb{E}_{\xi' \sim \pi}[\text{len}(\xi')|O(\xi) \in \mathcal{L}^A]) \) in expectation. Similarly, if \( c > \nu \), finding a path \( \xi' \) such that \( \xi' \not\in \mathcal{L}^A \) and \( O(\xi') = O(\xi) \) has a time complexity of \( O(|S|^2\mathbb{E}_{\xi' \sim \pi}[\text{len}(\xi')|O(\xi) \not\in \mathcal{L}^A]) \) in expectation. Overall, the expected time complexity of Algorithm 2 is at the order of

\[
\frac{\nu|S|^2|A|\mathbb{E}_{\xi \sim \pi}[\text{len}(\xi)]}{\Pr^S(\xi|O(\xi) \in \mathcal{L}^A)} - \left(1 - \nu\right)|S|^2|A|\mathbb{E}_{\xi \sim \pi}[\text{len}(\xi)] - \frac{\nu|S|^2|A|\mathbb{E}_{\xi \sim \pi}[\text{len}(\xi)]}{\Pr^S(\xi|O(\xi) \not\in \mathcal{L}^A)}.
\]

Since \( \text{len}(\xi) \geq 0 \), the expected time complexity is bounded by

\[
O\left(\frac{\nu|S|^2|A|\mathbb{E}_{\xi \sim \pi}[\text{len}(\xi)]}{\Pr^S(\xi|O(\xi) \in \mathcal{L}^A)} - \left(1 - \nu\right)|S|^2|A|\mathbb{E}_{\xi \sim \pi}[\text{len}(\xi)] - \frac{\nu|S|^2|A|\mathbb{E}_{\xi \sim \pi}[\text{len}(\xi)]}{\Pr^S(\xi|O(\xi) \not\in \mathcal{L}^A)}\right).
\]

Proposition 3 shows that likelihood ratio for the observation sequence of the output path is optimal in expectation, as Algorithm 2 boosts the probabilities of all observation sequences for which there is a path that reaches \( R^A \) at the same ratio.

The running time of Algorithm 2 depends both on some properties of the reference policy as well as the size of the MDP. The dependencies on \( \nu \) and \( \Pr^S(\xi|O(\xi) \in \mathcal{L}^A) \) are due to rejection sampling. The dependencies on \( |S| \), \( |A| \) and \( \mathbb{E}_{\xi \sim \pi}[\text{len}(\xi)] \) are due to checking whether the sampled observation sequence is in \( \mathcal{L}^A \).

VI. NUMERICAL EXAMPLE

We demonstrate the synthesis of optimal mixture policies in a grid-world environment shown in Fig. 3. At each state, there are 4 available actions: up, down, left, right, and stay. With probability 0.9, the agent moves in the chosen direction or stays if action stay is chosen. With probability 0.1, the agent moves in the other directions or stays. If a transition is not possible because the agent is at the boundary of the grid, the transition probability is proportionally distributed among the other transitions. The observation function represents a binary temperature sensor that has two levels, Low and High. Blue cells are more likely to emit observation Low and red cells are more likely to emit observation High. Purple cells emit observations Low and High with equal probabilities.

We consider the mixture of three basis policies shown in Fig. 3b–3d. Policy \( \pi^2 \) reaches the black cell on left in minimum time, and policy \( \pi^3 \) reaches the black cell on right in minimum time. The length of the time horizon is 8. There are 480 observation sequences such that \( \max_{\theta} \Pr^\theta \xi > 0 \). The basis policies \( \pi^1, \pi^2, \) and \( \pi^3 \), reach the target black cells with probabilities 0.93, 0.54, and 0.75, respectively. We set \( \nu = 0.5 \). Hence, every mixture of the basis policies is feasible. We initialize the mixing probabilities with a uniform distribution.

Policies \( \pi^2 \) and \( \pi^3 \) are advantageous over policy \( \pi^1 \). Under \( \pi^5 \), the agent reaches an end state after 6 transitions with high probability (w.h.p.) Policy \( \pi^3 \) is advantageous since it also causes the agent to reach to an end state after 6 transitions w.h.p. The stochasticity in the observation function might lead to the same observation sequences for \( \pi^2 \) and \( \pi^3 \). Policy \( \pi^2 \) is advantageous, since the observation sequences generated by \( \pi^2 \) resemble the observation sequences generated by \( \pi^5 \). For example, Low, Low, Low, High, High, High, High, \( \varepsilon, \varepsilon \) is among the most likely observation sequences under \( \pi^5 \), and Low, Low, Low, High, High, High, High, \( \varepsilon, \varepsilon \) is among the most likely observation sequences under \( \pi^3 \). The stochasticity in the environment might lead to the same observation sequences for \( \pi^5 \) and \( \pi^3 \). Policy \( \pi^3 \) is intuitively dissimilar to \( \pi^5 \) in terms of the induced observation distributions. For example, under \( \pi^1 \), the agent reaches an end state after 5 transitions w.h.p. On the other hand, reaching an end state after 5 transitions is unlikely under \( \pi^5 \). Overall, we expect the weights of \( \pi^2 \) and \( \pi^3 \) to be higher than the weight of \( \pi^1 \). We run Algorithm 1 for \( k = 1, \ldots, 8 \). For uniform sam-
pling, we directly sample from the observation sequences such that
\( \max_k \Pr(\pi^k(\theta)) > 0 \). In addition to the uniform sampling of observation sequences, we use the importance sampling method, i.e., at iteration \( k \), we sample paths using policy \((C(k), \alpha(k(-1)))\).

The mixture probabilities are shown in Fig. 4a, and the expected log-likelihood ratios are shown in Fig. 4c. As explained above, both sampling methods assign high weights to \( \pi^2 \) and \( \pi^3 \) and a low weight to \( \pi^4 \). Fig. 4b shows that the final mixture downweights the observation sequences that are unlikely under the reference policy.

In Fig. 4c, we observe that as the convexity of the objective function suggests, mixture policies outperform the basis policies and converge to the optimal mixture: When the optimal mixture policy is used, the supervisor needs \( \approx 40\% \) more observation sequences to achieve the same detection rate for likelihood-ratio test since
\[
\min_{k} KL(\theta_{0:T} \| \theta_{0:T}^{S})/\min_{\alpha \in \Delta_0} KL(\theta_{0:T}^{C(0)}, \alpha \| \theta_{0:T}^{S}) = 1.40.
\]

Importance sampling quickly improves value of the objective function. After a single iteration, i.e., 4 sample observation sequences, importance sampling downweights many high-likelihood samples. Uniform sampling outperforms importance sampling after 5 iterations, i.e., 1364 sample observation sequences. The performance of importance sampling is better than uniform sampling for the iterations where the number of samples is lower than the number of possible observation sequences. This property holds because importance sampling creates a bias towards observation sequences that have high \( P_{T}^{(C(k), \alpha(k))}(\theta) \). In detail, for any \( \theta \), the value of the objective function is proportional to \( P_{T}^{(C(k), \alpha(k))}(\theta) \). Hence, using importance sampling creates a bias towards the observation sequences that highly affect the objective function. These observation sequences are sampled w.h.p. even with a small number of samples. On the other hand, when uniform sampling is used, it is more likely to sample an observation sequence with a low \( P_{T}^{(C(k), \alpha(k))}(\theta) \). Such observation sequences have a low impact on the objective function. When the number of samples is lower than the number of possible observation sequences, uniform sampling fails to sample observation sequences that have high \( P_{T}^{(C(k), \alpha(k))}(\theta) \), and performs worse than importance sampling. When the number of samples is high, uniform sampling outperforms importance sampling since importance sampling suffers from high variance.

VII. Conclusions

We considered the problem of deception by an agent under partial observations received by its supervisor. We modeled this problem as hypothesis testing problem in MDPs, and used KL divergence as a proxy of deceptiveness. We showed that finding optimal deceptive policies, while possible, is computationally intractable, and there is no polynomial-time approximation algorithm. As an alternative to the synthesis of optimal policies, we considered special classes of policies where deceptive policies can be synthesized efficiently.

In some settings, the system manager, i.e., the supervisor, may not know the behavioral models of the well-intentioned and deceptive agents. For example, in cyber settings, the users show various behavior. Learning and detection are performed together in these settings [21], [27], [28]. It would be interesting to explore the synthesis deceptive strategies that exploit the vulnerabilities of the learning modules or worsens the detection rate by showing a different behavior to induce a wrong prior for the system manager.

References


